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Abstract—This paper presents a novel trajectory planning algorithm for quadrotors landing on aerial vehicle carriers (AVCs). The algorithm involves a quadrotor trajectory planning method based on the lossless convexification (LC) theory and a sequential convex programming (SCP) method enabling quadrotors to autonomously land on both static and moving AVCs in a three-dimensional space. By incorporating landing cone constraints, the safety of the quadrotor during landing is ensured. The LC method transforms the original nonconvex optimal control problem (OCP) into a convex optimization problem, enabling the efficient computation of a 3-degree-of-freedom (3-DoF) safe landing trajectory. The designed SCP algorithm utilizes the 3-DoF trajectory as an initial guess and iteratively solves convex subproblems to obtain a safe, agile, and accurate landing trajectory for the complete 6-DoF quadrotor dynamics. Real-world experiments validate the effectiveness and real-time performance of the proposed method.

Index Terms—Motion and trajectory planning, convex optimization, quadrotor, autonomous landing, aerial vehicle carrier.

I. INTRODUCTION

Traditionally, intelligent vehicles (IVs) have primarily referred to ground vehicles [1]–[5]. However, given the remarkable advancements in aerial vehicles [6]–[8], it has become imperative to consider the future of aerial IVs. As a result, the possibility of aerial vehicle carriers (AVCs) has surfaced, wherein aerial IVs play a significant role [9]. These AVCs can transport multiple small unmanned aerial vehicles (UAVs) to specific target areas for various tasks such as surveillance [10], [11], package delivery [12], [13], and search and rescue operations [14], [15]. Upon completion of their tasks, the small UAVs can autonomously return to the AVC (see Fig. 1), which compensates for their limited operation range. To facilitate this process, one of the critical technologies is trajectory planning for UAVs to safely land on AVCs. This article proposes a trajectory planning algorithm specifically designed for quadrotors, incorporating both 3-degree-of-freedom (3-DoF) and 6-degree-of-freedom (6-DoF) approaches, which ensures the safe, accurate, and agile landing of quadrotors on AVCs.

A. Related Work

1) Drone Landing on Platforms: Extensive research has been conducted on the topic of drone landing, but most studies have primarily focused on platforms that operate on the ground or water surfaces [16]–[19]. Notably, [16] developed a nonlinear controller to achieve successful hover and landing on a mobile platform for vertical take-off and landing (VTOL) UAVs. Additionally, [17] achieved the landing on a ground-inclined mobile platform. Similarly, [18] designed perception, control, and trajectory planning algorithms to achieve landing on ground-moving vehicles. Another study [19] successfully implemented a safer landing that takes potential hazards into account during ground landing. In contrast, this article focuses on addressing the planning and control challenges specifically related to quadrotors landing on aerial platforms. As opposed to previous studies that only landed on surface platforms, this work aims to achieve secure, agile, and accurate landings on moving aerial platforms, i.e., the AVCs, which are highly dynamic and unstable.

2) Drone Trajectory Planning: The trajectory planning of drones has always been a popular topic, with various methods being explored, such as the polynomial-based methods [20]–[22], the searching and sampling-based methods [23]–[26], the learning-based methods [27]–[29], and the optimization-based methods [30]–[32]. The use of continuous polynomials in trajectory planning based on the differential-flatness properties of quadcopters allows for high computational efficiency [20]–[22]. Another approach uses searching and sampling methods [23]–[26], which easily becomes computationally intractable
due to the curse of dimensionality, especially when the scale of the state space is large [32]. Optimization-based methods have gained significant attention due to their ability to generate high-quality trajectories. In [31], a hybrid maximum principle based on Pontryagin’s Maximum Principle (PMP) was used to derive optimality conditions for the unconstrained minimum control effort of multicopter systems, resulting in a new trajectory representation that supports general state-input constraints. On the other hand, a numerical optimal control-based planner was proposed in [32] to find a time-optimal trajectory by utilizing the complete dynamics of the quadrotor and applying exact actuator constraints. This method demonstrated exceptional performance in drone racing against human professional pilots. However, this method involves solving a nonconvex optimization problem, making it computationally challenging. The runtime of trajectory planning using this method could be up to nearly 40 minutes, which is unacceptable [32]. Despite its computational complexities, this numerical method’s discretization and optimization framework can fully utilize the potential of quadrotor actuators by adequately representing dynamics and the capability of the motors [32]. This approach allows for the utilization of the full dynamics of quadrotors and enforces the exact actuator constraints, thereby ensuring that low-level controllers can easily track the open-loop trajectories. We will also design an aerial carrier landing algorithm for quadrotors based on the numerical optimization method. However, unlike the previous approach, we will transform the nonconvex optimal control problems (OCPs) into convex ones to achieve high computational efficiency. Another merit of our method is that it enables imposing constraints on both state and control profiles, ensuring the safety and reliability of the landing process.

3) Convex Optimization-Based Trajectory Planning: The optimal control method, based on convex optimization, is widely utilized in trajectory planning in the areas of aerospace and robotics [33]–[36]. This method successfully solves the original nonconvex OCP by transforming it into a convex optimization problem based on lossless convexification (LC) or sequential convex programming (SCP). LC, based on the PMP, proves that solving the new convex OCP can yield the global optimal solution for the original problem [37]–[41]. Initially applied to rocket landing problems [37]–[40], LC is typically employed for specific scenarios due to its rigorous mathematical proof, such as free-time OCPs with linear systems. Notably, [41] has established the conditions under which a fixed-time OCP can be solved by addressing a single convex optimization problem. Based on the LC theory, this article presents a trajectory planning method for quadrotor aerial landing, specifically designed for a fixed-final-time 3-DoF scenario. It only requires solving a single convex optimization problem, enabling real-time trajectory planning. The method is tested on a commonly used quadrotor onboard computer, with a solving time of approximately 10 ms.

In cases where LC is challenging to apply, such as with nonlinear control systems, SCP serves as a reliable convex optimization-based optimal control method [42]–[44]. In [42], SCP successfully addresses the path planning problem for a 3-DoF UAV under state-triggered constraints. In [43], the descent guidance problem for a 6-DoF rocket is transformed into a convex subproblem, allowing for the computation of the rocket’s landing trajectory through iterative subproblem solving. This article further utilizes the actuator potential of quadrotors by developing trajectory planning algorithms that address the complete dynamics of a 6-DoF quadrotor, ensuring safe, agile, and accurate landing on AVCs. By iteratively solving convex subproblems using the proposed SCP algorithm, the solution to the original OCP can be obtained. Leveraging the good initial guesses provided by our LC-based 3-DoF trajectory, convex subproblems can be iteratively solved with high computational efficiency.

B. Contribution

We propose a safe, agile, and accurate trajectory planning algorithm for a quadrotor landing on an AVC. The key contributions can be summarized as follows:

1) We have designed a 3-DoF quadrotor landing trajectory planning method based on the LC theory. This method addresses the issue of quadrotor landing on AVCs. Additionally, we extend the sufficient conditions for the LC of unconstrained fixed-time OCPs with linear time-invariant (LTI) systems [41], to include convex state constraints. By incorporating the landing cone constraint, the safety of the landing process is ensured.

2) We have developed the SCP method to obtain the landing trajectory for the 6-DoF quadrotor dynamics, which enables us to fully exploit the potential of quadrotors. Using the high-quality 3-DoF trajectories as initial guesses, the algorithm achieves high computational efficiency as the satisfactory initial guess facilitates SCP convergence [34].

3) In contrast to previous research [16]–[19], this article expands the scope of the landing target beyond surface platforms. Our approach encompasses aerial platforms situated within a three-dimensional space, providing a reliable solution for landing in diverse scenarios.

The remaining sections are organized as follows. In Section II, we describe the quadrotor landing on AVCs as OCPs. Section III provides detailed explanations of how we convert the original problems into convex optimization problems based on the LC and SCP methods. Section IV presents the results obtained from Gazebo simulations and physical experiments. Finally, in Section V, we conclude our findings.

NOTATION

We use \( \cdot \) to denote the vector dot product, \( \times \) to represent the vector cross product, \( \| \cdot \| \) to denote the Euclidean norm, \( N_B^p \) to denote the set \( \{ p, p+1, \ldots, q \} \), and \( S^+_n \) to denote the set of \( n \times n \) positive definite matrices. We denote time as \( t \in \mathbb{R} \). Subscripts \( I \) and \( B \) represent parameters expressed in the inertial frame \( F_I \) and the body-fixed frame \( F_B \), respectively. \( p(t) \in \mathbb{R}^3 \) and \( v(t) \in \mathbb{R}^3 \) denote the position and velocity of the quadrotor on the onboard computer, with a solving time of approximately 10 ms.
is the rotation matrix corresponding to quaternion \( q_{BZ}(t) \). The attitude dynamics are established based on quaternions, and \( q_{BZ}(t) \) denotes the unit quaternion that represents the transformation from \( F_Z \) to \( F_B \). Similarly, the quaternion that represents the transformation from \( F_B \) to \( F_R \) can be denoted as \( q_{RB}(t) \), and \( q_{EB}(t) \) is the conjugate of \( q_{BE}(t) \). \( J_B \in \mathbb{S}^3_+ \) is the moment of inertia of the quadrotor, \( \tau_B(t) \in \mathbb{R}^3 \) is the torque acting on the quadrotor, and \( \omega_B(t) \in \mathbb{R}^3 \) is the angular velocity. \( T_i \) is the thrust at rotor \( i \in \mathbb{N}^3_1 \), \( l_{arm} \) is the quadrotor’s arm length, and \( c_r \) is the rotor’s torque constant. \( x(t) \in \mathbb{R}^{13} \) and \( u(t) \in \mathbb{R}^4 \) denote the state and control vectors for 6-DoF dynamics, respectively, and \( f : \mathbb{R}^{13} \times \mathbb{R}^4 \rightarrow \mathbb{R}^{13} \) denotes the continuous-time nonlinear dynamics.

II. PROBLEM STATEMENT

This section formulates the free-final-time 3-DoF and 6-DoF quadrotor aerial landing problems as two nonconvex OCPs. Section II-A presents the 3-DoF and 6-DoF dynamics of quadrotors. Section II-B formulates the nonconvex OCP for aerial landing with the state and control constraints.

A. Dynamics

The 3-DoF dynamics of the quadrotor can be described by

\[
p_I(t) = v_I(t),
\]

\[
v_I(t) = \frac{1}{m} u_I(t) - g_I,
\]

where \( g_I = \begin{bmatrix} 0 & 0 & g \end{bmatrix}^T \). The 3-DoF dynamics can be described as an LTI system by

\[
\dot{s}(t) = As(t) + Bu_I(t) + \omega,
\]

where

\[
A = \begin{bmatrix} 0_{3 \times 3} & I_{3 \times 3} \\ 0_{3 \times 3} & 0_{3 \times 3} \end{bmatrix},
B = \begin{bmatrix} 0_{3 \times 3} \\ \frac{1}{m} I_{3 \times 3} \end{bmatrix},
\]

\[
s(t) \triangleq \begin{bmatrix} p_I^T(t) & v_I^T(t) \end{bmatrix}^T,
\]

\[
\omega = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & -g \end{bmatrix}^T.
\]

To fully exploit the quadrotor’s actuator potential, the 6-DoF quadrotor dynamics are also utilized. The translational dynamics of the quadrotor are given as

\[
\dot{p}_I(t) = v_I(t),
\]

\[
\dot{v}_I(t) = \frac{1}{m} R_{BZ}(t)T_B(t) + g_I,
\]

The attitude dynamics are given by

\[
\dot{q}_{BZ}(t) = \frac{1}{2} \Omega(q_B(t))q_{BZ}(t),
\]

\[
J_B\dot{\omega}_B(t) = \tau_B(t) - \omega_B(t) \times J_B\omega_B(t),
\]

where \( \Omega(\cdot) \) is a skew-symmetric matrix defined for the quaternion kinematics [45].

The collective thrust input \( T_B(t) \) can be decomposed into the single rotor thrusts. The total thrust and the torque can be presented as

\[
T_B(t) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} u(t),
\]

\[
\tau_B(t) = \begin{bmatrix} l_r & l_r & l_r & l_r & -l_r & -l_r \\ -l_r & l_r & l_r & l_r & -l_r & -l_r \\ c_r & -c_r & c_r & -c_r & c_r & -c_r \end{bmatrix} u(t),
\]

where \( l_r = l_{arm}/\sqrt{3} \). The 6-DoF dynamics (7)-(12) can also be represented as

\[
\dot{x}(t) = f(x(t), u(t)), \quad \forall t \in [t_0, t_f],
\]

where

\[
x(t) \triangleq \begin{bmatrix} p_I^T(t) & v_I^T(t) & q_{BZ}(t) & \omega_B^T(t) \end{bmatrix}^T,
\]

\[
u(t) \triangleq \begin{bmatrix} T_1(t) & T_2(t) & T_3(t) & T_4(t) \end{bmatrix}^T.
\]

B. Aerial Landing Problem

To safely land on the AVC, the quadrotor should perform a collision-avoidance flight to reach the airspace above the AVC, and then accurately land on the AVC; see Fig. 2. To prevent collisions with both the AVC and obstacles, a set of no-fly zones (NFZs) is implemented. If there are a total of \( k_{obs} \) NFZs within the flight space, each NFZ is represented as an ellipsoid centered at \( r_j \in \mathbb{R}^3 \), denoting the center of the \( j \)-th NFZ. The shape of the \( j \)-th ellipsoidal NFZ is specified by the matrix \( H_j \in \mathbb{S}^3_+ \). Through the incorporation of the NFZs, the collision-avoidance constraint can be defined as follows:

\[
\|H_j(p_I(t) - r_j)\| \geq 1, \quad \forall j \in \mathbb{N}^{k_{obs}}.
\]

To further ensure safety in the landing process, the quadrotor’s trajectory is constrained in a landing cone as shown in Fig. 2. The landing cone constraint can be defined by

\[
\|H_c(p_I(t) - p_f)\| \leq \cot(\gamma_c)(p_I(t) - p_f),
\]

\[
e \triangleq \begin{bmatrix} 0 & 0 & 1 \end{bmatrix},
H_c \triangleq \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix},
\]

where \( p_f \) is the final landing point, \( \gamma_c \in [0^\circ, 90^\circ] \) is the angle between the cone and the horizontal, and \( \cot(\cdot) \) is the cotangent function.
For the 6-DoF dynamics, the thrust magnitude of each rotor is limited in an applicable interval, specified by:

\[ T_{\text{min}} \leq T_i(t) \leq T_{\text{max}} \quad \forall i \in \mathcal{N}_1^6. \tag{19} \]

The nonconvex 6-DoF aerial landing trajectory planning problem is summarized as follows.

\[
\begin{align*}
\min_{\mathbf{u}(t), t_f} & \int_{t_0}^{t_f} \|\mathbf{u}(t)\| \, dt, \quad \text{(20a)} \\
\text{subject to:} & \\
\dot{x}(t) &= f(x(t), u(t)) \quad \forall t \in [t_0, t_f], \quad \text{(20b)} \\
x(t_0) &= x_0, x(t_f) = x_f, \quad \text{(20c)} \\
T_{\text{min}} &\leq T_i(t) \leq T_{\text{max}} \quad \forall i \in \mathcal{N}_1^6 \quad \forall t \in [t_0, t_f], \quad \text{(20d)}
\end{align*}
\]

where \( t_0 \) is the initial time, \( x_0 \) is the initial state, \( t_f \) is the terminal time, \( x_f \) is the terminal state, \( h_s \) is a safe height above the AVC as shown in Fig. 3, and \( t_i \) is the moment when the quadrotor reaches the airspace above the AVC and begins to land on the AVC, i.e., \( t_i \) is the final time of the first phase. The constraint (20f) ensures \( \mathbf{p}_T(t_i) \) is within the landing cone and above the AVC.

![Fig. 3. Safe height, thrust tilt, and thrust magnitude constraints.](image)

Problem (20) is nonconvex because the constraints (20b) and (20c) are nonconvex. The key focus of this article is to tackle the OCP (20). This nonconvex OCP will be addressed using the SCP algorithm given in Section III.

### III. METHODOLOGY

This section introduces the LC method and the SCP algorithm to solve 3-DoF and 6-DoF aerial landing problems.

#### A. Lossless Convexification

While our primary objective is to address the nonconvex OCP (20), we also aim to expedite the convergence of the SCP algorithm by obtaining a reliable initial guess. To accomplish this, we tackle the 3-DoF quadrotor landing problem using LC theory. The high-quality initial guess based on the 3-DoF trajectory ensures the high computational efficiency of SCP.

For the 3-DoF dynamics, the thrust generated by the motors has both maximum and minimum limits. As shown in Fig. 3, the total thrust magnitude is limited as

\[ u_{\text{min}} \leq \|\mathbf{u}_j(t)\| \leq u_{\text{max}}, \tag{21} \]

where \( u_{\text{min}} \) and \( u_{\text{max}} \) are the minimum and maximum total thrust, respectively. Moreover, the thrust tilt angle is constrained to a maximum angle \( \vartheta_{\text{max}} \in (0^\circ, 90^\circ) \) off-vertical as shown in Fig. 3. The thrust tilt constraint is defined by

\[ \|H_c,j(t)\| \leq \tan(\vartheta_{\text{max}})u_j(t). \tag{22} \]

The objective function and boundary conditions of the OCP can be designed according to the mission requirements. In this paper, we focus on minimizing the control effort to save energy. The formulation of the 3-DoF aerial landing trajectory planning problem can be summarized as follows.

\[
\begin{align*}
\min_{\mathbf{u}_j(t)} & \int_{t_0}^{t_f} \|\mathbf{u}_j(t)\| \, dt, \quad \text{(23a)} \\
\text{subject to:} & \\
\dot{s}(t) &= A\mathbf{s}(t) + Bu_j(t) + \omega \quad \forall t \in [t_0, t_f], \quad \text{(23b)} \\
s(t_0) &= s_0, s(t_f) = s_f, \quad \text{(23c)} \\
u_{\text{min}} &\leq \|\mathbf{u}_j(t)\| \leq u_{\text{max}} \quad \forall t \in [t_0, t_f], \quad \text{(23d)}
\end{align*}
\]

where \( s_0 \) is the initial state, and \( s_f \) is the terminal state.

The OCP (23) is nonconvex because the lower bound in the input constraint (23d) is nonconvex. This nonconvexity can be inferred by noting that the upper bound in (23d) is convex, while the lower bound is nonconvex, as it opposes the upper bound. Meanwhile, the constraints (23e)-(23g) can be confirmed to be convex by noting that the left side of the inequalities are Euclidean norms containing an affine mapping of optimization variables, while on the right side are constants or affine to the optimization variables. The nonconvex OCP will be transformed into a convex problem using LC in this section. The collision-avoidance constraint (16) is not involved in Problem (23) because the nonconvexity in (16) cannot be seamlessly handled by the LC method. The SCP algorithm proposed in Section III-B will address collision avoidance to ensure safety. The solution to (23) can be utilized as the initial guess for the SCP algorithm in Section III-B to efficiently solve the 6-DoF aerial landing problem.

To begin, we reformulate the OCP statement (23) as a problem without the convex state constraints (23e)-(23g):

\[
\begin{align*}
\min_{\mathbf{u}_j(t)} & \int_{t_0}^{t_f} \|\mathbf{u}_j(t)\| \, dt, \quad \text{(24a)} \\
\text{subject to:} & \\
\dot{s}(t) &= A\mathbf{s}(t) + Bu_j(t) + \omega \quad \forall t \in [t_0, t_f], \quad \text{(24b)} \\
s(t_0) &= s_0, s(t_f) = s_f, \quad \text{(24c)} \\
u_{\text{min}} &\leq \|\mathbf{u}_j(t)\| \leq u_{\text{max}}. \quad \text{(24d)}
\end{align*}
\]

The nonconvexity of (24) lies in the lower bound on the input defined by (24d). Based on the LC theory [41], we relax the
where \( \sigma(t) \in \mathbb{R} \) is the slack input. The control set defined by (25d) and (25e) is a convex relaxation of the original control set (24d). Thus, solutions to (25) may be infeasible for (24). If \( \|u_T(t)\| = \sigma(t) \) holds almost everywhere, a solution to (25) would also be feasible w.r.t. (24). To achieve this, the sufficient conditions for LC are stated below.

**Lemma 1 (Lossless Convexification):** The optimal solution to (25) is optimal for (24) if 1) \((A, B)\) is controllable and 2) \(t_f\) is between the minimal feasible terminal time and the terminal time that minimizes (24a). If \( t_f \) is larger than the time that minimizes (24a), there exists a feasible solution to (25) that is globally optimal for (24).

**Proof:** The proof follows from [41] (see Theorem 6, Corollary 7, Theorem 8, Theorem 9, and Theorem 13 of [41], compare also with Theorem 7 of [35]). The only difference here is that the system (25b) has a constant term \( \omega \). Since \( \omega \) is defined by (6), the system can be equivalently written as

\[
\dot{s}(t) = As(t) + Bu_T(t) + \omega_g \tag{26}\]

where \( \omega_g = \begin{bmatrix} 0 & 0 & -mg \end{bmatrix}^T \). \((u_T(t) + \omega_g)\) can be treated as the new control input. And this does not change the controllability, since \( A \) and \( B \) remain the same. Then, the proof can be directly adapted from [41].

Using Lemma 1, the nonconvexity in (24) can be eliminated. However, this result does not take the convex state constraints into account. The original problem (23) with state constraints can be rewritten as

\[
\min_{u_T(t), \sigma} \int_{t_0}^{t_f} \sigma(t) dt, \tag{25a}
\]

subject to:

\[
\dot{s}(t) = As(t) + Bu_T(t) + \omega \quad \forall t \in [t_0, t_f], \tag{25b}
\]

\[
s(t_0) = s_0, s(t_f) = s_f, \tag{25c}
\]

\[
u_{\min} \leq \sigma(t) \leq \nu_{\max}, \tag{25d}
\]

\[
\|u_T(t)\| \leq \sigma(t), \tag{25e}
\]

where \( S \) is the convex set defined by the convex state constraints. Similarly, we can relax this problem to a convex formulation as

\[
\min_{u_T(t), \sigma} \int_{t_0}^{t_f} \sigma(t) dt, \tag{28a}
\]

subject to:

\[
\dot{s}(t) = As(t) + Bu_T(t) + \omega \quad \forall t \in [t_0, t_f], \tag{28b}
\]

\[
s(t_0) = s_0, s(t_f) = s_f, \tag{28c}
\]

\[
u_{\min} \leq \sigma(t) \leq \nu_{\max}, \tag{28d}
\]

\[
\|u_T(t)\| \leq \sigma(t), \tag{28e}
\]

\[
s(t) \in S. \tag{28f}
\]

We use \( \text{int} S \) to represent the interior of the convex set \( S \). The theorem about LC of (27) is given as follows.

**Theorem 1:** Lemma 1 can be applied to OCPs (27) and (28) if the convex state constraints (27e) and (28f) are activated at isolated time instances, i.e., \( s(t) \in \text{int} S \) almost everywhere.

**Proof:** Whenever \( s(t) \in \text{int} S \) for any time interval \( t \in (t_1, t_2) \) with consecutive junction times \( t_1 \leq t_2 \), the state of the OCP is uncontrollable along \( (t_1, t_2) \) (see Corollary 3 of [37] and its proof). Moreover, since the system dynamics (27b) and the boundary constraints (27c) are both time-invariant, i.e., the OCP is autonomous, every portion of the optimal trajectory is itself optimal (see Lemma 2 of [39] and its proof). Consequently, whenever \( s(t) \in \text{int} S \), the solution to (28) is equivalent to that to (25), then Lemma 1 applies (compare also with Theorem 5 of [35]). The proof is completed.

**Remark 1:** In previous studies [37]–[40], it was identified that the LC method cannot be employed for problems where both the final state and final time are fixed [35]. However, a subsequent study [41] extended the LC approach to encompass problems without state constraints where the final state and final time are both fixed. Building upon this, Theorem 1 further broadened the findings of [41] to encompass fixed-final-state and fixed-final-time problems with convex state constraints.

This advancement allows for the application of the developed methodology to address trajectory planning issues, specifically in the context of quadrotor landing on AVCs.

**Remark 2:** Theorem 1 requires the convex state constraints to be activated only at isolated time instances. This condition cannot be checked a priori, and it can be difficult to satisfy when the state constraints are tight. Thus, we only use LC to provide a good initial guess for the SCP algorithm presented in Section III-B. The SCP algorithm can benefit from a good initial guess in terms of convergence rate and optimality [34]. Besides, the SCP algorithm uses the complete dynamics of the quadrotor and thus guarantees the exact constraints specified on the quadrotor are satisfied even if Theorem 1 is invalid.

**B. SCP Algorithm**

This subsection presents the SCP algorithm to solve (20). The solution generated by this algorithm ensures the dynamical feasibility of the original problem through successive linearization. The proposed algorithm approximates the original problem by iteratively solving a sequence of convex subproblems. Although several iterations are required to obtain a converged solution, this algorithm is still computationally efficient.
efficient due to the low computational burden of convex programming (see e.g., Section IV).

The original problem (20) is a free-time nonconvex OCP. We can define a scaled time $\tau \in [0, 1]$ to reformulate the original problem into an equivalent problem with a fixed final scaled time. According to the chain rule, the quadrotor’s dynamics can be represented as

$$x'(\tau) \triangleq \frac{d}{d\tau} x(\tau) = \frac{dt}{d\tau} f(x(\tau), u(\tau)).$$

(29)

The initial time $t_0$ is assumed to be 0, such that $t = tf\tau$. Thus, the transformed dynamics is

$$x'(\tau) = tf f(x(\tau), u(\tau)) \triangleq F(x(\tau), u(\tau), tf).$$

(30)

The free-final-time problem is now converted into a fixed-final-scaled-time problem on the normalized temporal interval $\tau \in [0, 1]$. The original final time $tf$ becomes a parameter in the system (30).

To utilize the high computational efficiency of convex programming, the original problem (20) should be converted into a convex programming problem. Thus, the dynamics constraint, which is an equality constraint, must be affine [46]. The dynamics (30) is linearized as

$$x'(\tau) \approx A(\tau) x(\tau) + B(\tau) u(\tau) + s(\tau) tf + c(\tau),$$

(31)

$$A(\tau) \triangleq \frac{\partial F}{\partial x}(\tilde{z}(\tau)),$$

(32)

$$B(\tau) \triangleq \frac{\partial F}{\partial u}(\tilde{z}(\tau)),$$

$$s(\tau) \triangleq - \frac{\partial F}{\partial t}(\tilde{z}(\tau)),$$

(33)

where $\tilde{z}(\tau) \triangleq [\tilde{t}_f, \tilde{x}^T(\tau), \tilde{u}^T(\tau)]^T$ is the reference trajectory, $\tilde{t}_f$, $\tilde{x}$, and $\tilde{u}$ are the reference values of $t_f$, $x$, and $u$ obtained from the last iteration, respectively.

The original continuous-time problem should be discretized. By introducing $N$ evenly spaced nodes, the problem is discretized into $N-1$ subintervals. In each subinterval, the control input is approximated by the first-order-hold interpolation as

$$u(\tau) = \tilde{u}_k(\tau) u_k + \eta_k(\tau) u_{k+1} \quad \forall \tau \in [\tau_k, \tau_{k+1}],$$

(34)

$$\tilde{u}_k(\tau) = \frac{\tau - \tau_k}{\tau_{k+1} - \tau_k}, \quad \eta_k(\tau) = \frac{\tau_{k+1} - \tau}{\tau_{k+1} - \tau_k},$$

(35)

where $k \in N^{N-1}_1$, $\tau_k = (k-1)/(N-1)$, and $u_k \triangleq u(\tau_k)$.

The linearized dynamics (31) is a linear-time-varying (LTU) system. By applying the properties of the state transition matrix [47], we can obtain the discrete-time LTU dynamics for each $k \in N^{N-1}_1$:

$$x_{k+1} = A_k x_k + \hat{B}_k u_k + B_k u_{k+1} + s_k t_f + c_k,$$

(36)

where $I$ is an identity matrix with the appropriate dimension, and $x_k \triangleq x(\tau_k)$. Note that the integration in (37) only uses the reference trajectories $\tilde{z}$. Thus, in implementation, the computation of (37) can be done simultaneously, which reduces the computational burden.

The SCP algorithm needs to iteratively solve the convex subproblems, due to the linearization. Hence, we introduce the trust-region constraint to ensure the validity of the linearization within the trajectory’s feasible region. To enable the convex programming to choose the trust region, we augment the objective function with

$$J_{tr} \triangleq w_{tr} \sum_{k \in N^{N-1}_1} \zeta_k,$$

(38)

$$\|\delta x_k\| \leq \zeta_k \quad \forall k \in N^{N-1}_1,$$

(39)

$$\|\delta t_f\| \leq \zeta_{N+1},$$

(40)

where $\delta x_k \triangleq x_k - \tilde{x}_k$, $\delta t_f \triangleq t_f - \tilde{t}_f$, and $w_{tr} > 0$ is the weighting term.

The linearization can also cause artificial infeasibility [43]. The linearized problem may be infeasible, even when the original problem is feasible. For instance, this can occur if the linearized constraints conflict with others because the linearization relies on an unrealistic reference trajectory. We can introduce a virtual control term $\nu_k \in \mathbb{R}^{13}$ into the linearized dynamics (36) to solve this issue. Then, the dynamics can be given as

$$x_{k+1} = A_k x_k + \hat{B}_k u_k + B_k u_{k+1} + s_k t_f + c_k + \nu_k.$$  

(41)

The virtual control term should be used only as necessary. Hence, the objective function is augmented with

$$J_{ve} \triangleq w_{ve} \sum_{k \in N^{N-1}_1} \zeta_k,$$

(42)

$$\|\nu_k\| \leq \zeta_k \quad k \in N^{N-1}_1,$$

(43)

where $w_{ve} \in \mathbb{R}^{++}$ is a large weighting term to enable the virtual control only when necessary.

The original problem (20) has the constraint (20e) for collision avoidance, which is also nonconvex. The constraint (20e) can be rewritten as follows.

$$1 - \|H_j(p_I(t) - r_j)\| \leq 0 \quad \forall j \in N^{k_{obs}}_1.$$  

(44)
The above constraint can be rewritten in a more general way.

\[ h(y) \leq 0, \quad (45) \]

where \( y \in \mathbb{R}^n \) is the optimization variable, and \( h : \mathbb{R}^n \to \mathbb{R} \) is a twice differentiable concave function. To begin, we give the linearized form of (45) as

\[ h(\tilde{y}) + \nabla h(\tilde{y})(y - \tilde{y}) \leq 0, \quad (46) \]

which is linearized with respect to the reference value \( \tilde{y} \). The following theorem can be presented to show that once the linearized constraint (46) is satisfied, the original constraint (45) can also be satisfied.

**Theorem 2:** If a feasible solution satisfies the linearized constraint (46), then the solution also satisfies the original constraint (45).

**Proof:** To begin, we use the second-order Taylor-series expansion to represent the original concave function \( h(y) \) as

\[ h(y) \approx h(\tilde{y}) + \nabla h(\tilde{y})(y - \tilde{y}) + \frac{1}{2}(y - \tilde{y})^T \nabla^2 h(\tilde{y})(y - \tilde{y}). \quad (47) \]

Since \( h(y) \) is concave, the Hessian \( \nabla^2 h(\tilde{y}) \) is negative semidefinite:

\[ \nabla^2 h(\tilde{y}) \preceq 0. \quad (48) \]

Then, we have

\[ \frac{1}{2}(y - \tilde{y})^T \nabla^2 h(\tilde{y})(y - \tilde{y}) \leq 0. \quad (49) \]

By substituting (46) and (49) into (47), we have

\[ h(y) \leq 0 \quad (50) \]

which is (45). The proof is completed. \( \blacksquare \)

**Remark 3:** Theorem 2 shows that for a concave constraint like (45), where the function \( h(\cdot) \) is concave and twice differentiable, the linearized form (46) imposes a more stringent constraint. Theorem 2 confirms that the constraint (20e) can be linearized without sacrificing safety. Consequently, the original OCP (20) can be converted into a convex formulation via linearization. We will summarize the convex formulation together with the proposed algorithm in the next subsection.

**C. Application to Aerial Landing of Quadrotors**

In this subsection, the proposed algorithm is summarized based on Section III-A and Section III-B. According to the analysis in Section III-A, we can solve Problem (28) to obtain the 3-DoF trajectory. By introducing \( N \) evenly spaced nodes, Problem (28) can be discretized as

**Problem 1:**

\[
\min_{u_T(t_i), \sigma(t_i)} \sum_{k \in N_1^N} \sigma(t_i), \quad (51a)
\]

subject to:

\[
p_T(t_{i+1}) = p_T(t_i) + u_T(t_i) \Delta t + \frac{\Delta t^2}{6m} (2u_T(t_i) + u_T(t_{i+1}) - 3mg_x)
\]

\[
v_T(t_{i+1}) = v_T(t_i) + \frac{\Delta t}{2m} (u_T(t_i) + u_T(t_{i+1}) - 2mg_x) \quad \forall i \in N_1^{N-1}, \quad (51b)
\]

\[
s(t_0) = s_0, s(t_f) = s_f, \quad (51c)
\]

\[
\min_{u_{\text{min}}} \leq u(t_i) \leq u_{\text{max}} \quad \forall i \in N_1^N, \quad (51d)
\]

\[
\|u_T(t_i)\| \leq \sigma(t_i) \quad \forall i \in N_1^N, \quad (51e)
\]

\[
\|H_c u_T(t_i)\| \leq \tan(\theta_{\text{max}}) |e u_T(t_i) | \quad \forall i \in N_1^N, \quad (51f)
\]

\[
\|p_T(t_i) - (p_f + h_x e)\| \leq h_x \cos \gamma_c, \quad (51g)
\]

\[
\|H_c (p_T(t_i) - p_f)\| \leq \cot(\gamma_c) |e p_T(t_i) - p_f| \quad \forall i \in N_1^N, \quad (51h)
\]

where \( t_i = (t_f - t_0)(i - 1)/(N - 1) \) is the \( i \)-th time discrete node, \( \Delta t = (t_f - t_0)/(N - 1) \) denotes the time interval between two discrete nodes, and the \( l \)-th time node \( t_l \) is when the quadrotor should reach the airspace above the AVG and begin the landing process. The dynamics (51b) are obtained by performing a first-order-hold on the control input. This is the same as the first-order-hold control (34) in the SCP method. This approach can help to enhance the terminal accuracy (see [48] and [49]).

In our algorithm, Problem 1 is solved to provide a good initial guess for the SCP method. The collision avoidance is only considered in the SCP algorithm since the linearization (46) requires a reference trajectory. By solving Problem 1, we can directly obtain the position and velocity along the trajectory of the quadrotor. The SCP algorithm requires a reference trajectory with full dynamics (30). Although a good initial guess aids the convergence of the SCP algorithm, it isn’t necessarily required to be dynamically feasible (see also [34]). Therefore, we simply assume the angular velocity and the heading angle are all zero. The attitude of the initial guess can be computed by utilizing the fact that the thrust direction of a quadrotor should align with the \( z \) axis of the body frame [20]. The initial guess of the thrust can be computed by

\[
T_i(t_k) = \frac{\|u_T(t_k)\|}{4} \quad \forall i \in N_1^4, \quad k \in N_1^N. \quad (52)
\]

With the initial guess, the convex subproblem of the SCP algorithm can be constructed. To simplify, the initial time \( t_0 \) is assumed to be 0, then the convex subproblem is given as Problem 2 for all \( k \in N_1^N, k \in N_1^{N-1}, \) and \( k \in N_1^{N+2}. \)

**Problem 2:**

\[
\min_{t_f, t_i, u_k, x_k, \nu, \sigma, k, \xi, l} \sum_{k \in N_1^N} \sigma_k + w_{\text{tr}} \sum_{k \in N_1^N} \xi_k + w_{\text{sc}} \sum_{k \in N_1^N} \xi_k, \quad (53a)
\]

subject to:

\[
x_{i+1} = A_i x_i + \hat{B}_i u_i + B_i u_{i+1} + s_i t_l + c_i + \nu_i, \quad \forall i \in N_1^{N-1}, \quad (53b)
\]

\[
x_{i+1} = A_i x_i + \hat{B}_i u_i + B_i u_{i+1} + s_i (t_f - t_l) + c_i + \nu_i, \quad \forall i \in N_1^{N-1}, \quad (53c)
\]

\[
x_0 = x_i, \quad x_N = x_f, \quad (53d)
\]

\[
T_{\text{min}} \leq T_i(t_k) \leq T_{\text{max}} \quad \forall i \in N_1^4, \quad (53e)
\]

\[
-\omega_{\text{max}} \leq \omega_g (t_k) \leq \omega_{\text{max}}, \quad (53f)
\]

\[
g_j (\tilde{x}_i) + \nabla g_j (\tilde{x}_i) (x_i - \tilde{x}_i) \leq 0 \quad \forall j \in N_1^{k_{\text{max}}} \quad \forall i \in N_1^N, \quad (53g)
\]
\begin{equation}
\|p_\tau(\tau_i) - (p_\tau + h_s e)\| \leq h_s \cos \gamma_c, \quad (53h)
\end{equation}
\begin{equation}
\|H_c(p_\tau(\tau_i) - p_\tau)\| \leq \cot(\gamma_c)e(p_\tau(\tau_i) - p_\tau) \quad \forall i \in \mathbb{N}_0^N, \quad (53i)
\end{equation}
\begin{equation}
\|u_k\| \leq \sigma_k, \quad (53j)
\end{equation}
\begin{equation}
\|\nu_k\| \leq \xi_k, \quad (53k)
\end{equation}
\begin{equation}
\|\delta x_k\| \leq \zeta_k, \quad (53l)
\end{equation}
\begin{equation}
\|\delta t\| \leq \zeta_{N+1}, \|\delta f\| \leq \zeta_{N+2}, \quad (53m)
\end{equation}

where \(x_1\) is the initial state, \(g_j(x_k) = 1 - \|H_j(p_\tau(\tau_k) - r_j)\|\). The body rate constraint (53f) is introduced to guarantee the trajectory is bounded, such that the optimal trajectory exists (see Lemma 3.1 of [34]). Note that the problem is formulated as a two-phase problem, and each phase is a free-time OCP since \(t_l\) and \(t_f\) are both optimization variables. The first phase is designed to enable the quadrotor to reach the airspace above the AVC without collision \(\forall t \in [t_0, t_1]\). The second phase is designed to enable the quadrotor to safely and precisely land on the AVC \(\forall t \in [t_1, t_f]\) as shown in Fig. 2.

Since the SCP algorithm is an iterative approach, the convergence criteria should be given. The algorithm terminates when the following convergence criteria are met:
\begin{equation}
\sum_{k \in \mathbb{N}_1^{N+2}} \zeta_k \leq \epsilon_{tr}, \quad (54)
\end{equation}
\begin{equation}
\sum_{k \in \mathbb{N}_1^{N-1}} \|\nu_k\| \leq \epsilon_{vc}, \quad (55)
\end{equation}

where \(\epsilon_{tr} \in \mathbb{R}_{++}\) and \(\epsilon_{vc} \in \mathbb{R}_{++}\) are the user-defined convergence tolerances. The convergence criterion (55) ensures that the solution is dynamically feasible, thus, (55) must be satisfied. The convergence criterion (54) ensures that the solution is converged. As long as (55) is met, a solution that does not meet (55) is still dynamically feasible but sub-optimal. Hence, if the algorithm reaches maximum iterations before both criteria are met, the solution is safe to use under the satisfaction of (55).

The proposed algorithm is summarized as Algorithm 1, and \(i_{max}\) is the user-defined maximum iteration.

**Algorithm 1** Aerial Landing Algorithm.

**LOOSE CONVEXIFICATION**

solve Problem 1 to compute the initial trajectory

return \((t_f, t_l, x, \dot{x})\)

**SEQUENTIAL CONVEX PROGRAMMING**

\(i \leftarrow 0\)

while not converged and \(i \leq i_{max}\) do

use \((\dot{t}_f, \dot{t}_l, \dot{x}, \dot{u})\) to construct Problem 2

solve Problem 2 to get \((t_f, t_l, x, u)\)

if criteria (54) and (55) are satisfied converged

end if

\((t_f, t_l, x, \dot{x}, u) \leftarrow (t_f, t_l, x, u)\)

\(i \leftarrow i + 1\)

end while

return \((t_f, t_l, x, u)\)

**D. Time-varying Landing Cone for Moving AVCs**

To ensure a safe landing on a moving AVC, it is essential to design the time-varying landing cone based on constraints (53h) and (53i) as
\begin{equation}
\|p_\tau(\tau_i) - (p_\tau(\tau_i) + h_s e)\| \leq h_s \cos \gamma_c, \quad (56)
\end{equation}
\begin{equation}
\|H_c(p_\tau(\tau_i) - p_\tau(\tau_i))\| \leq \cot(\gamma_c)e(p_\tau(\tau_i) - p_\tau(\tau_i)), \quad (57)
\end{equation}

where \(p_\tau(\tau_i)\) represents the AVC’s position at \(\tau_i\), \(\forall i \in \mathbb{N}^N_0\). Apart from guaranteeing safety, the time-varying landing cone constraint holds the advantage of aligning the quadrotor’s landing process with the motion trend of the AVC. By maintaining this synchronization, the experiment’s success is further assured. For more details regarding these experiments and the corresponding discussion, please refer to Section IV-B.

**IV. RESULTS**

This section demonstrates the simulation and real-world experiments to show the capabilities of our method. A supplementary video can be found at: https://www.youtube.com/watch?v=U1lqTXWafs or https://www.bilibili.com/video/BV1Mz4y1V1T6/.

A. Simulation Experiments

We present and analyze the simulation results of two static aerial landing scenarios in the Gazebo simulation. The first scenario demonstrates the normal landing process, while the second scenario involves the quadrotor starting below the AVC and requiring a collision-avoidance flight to reach above the AVC before landing within the landing cone. We used the Intel NUC 12 with Core i5-1250P, which can serve as an onboard computer for quadrotors [50], to obtain the simulation results. The CVXPY and MOSEK solvers are used to solve convex optimization problems [51]. The quadrotor position tracking control method used in the simulation follows the nominal NMPC method in [52].

**TABLE I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_\tau(t_0)) (m)</td>
<td>[1, 1, 2]</td>
<td>(m) (kg)</td>
<td>0.68</td>
</tr>
<tr>
<td>(v_\tau(t_0)) (m/s)</td>
<td>[0, 0, 0]</td>
<td>(l_f) (s)</td>
<td>2.45</td>
</tr>
<tr>
<td>(q_{\tau_{\text{avg}}}(t_0))</td>
<td>[0, 0, 0]</td>
<td>(T_{\text{error}}(t_0)) (N)</td>
<td>0.05</td>
</tr>
<tr>
<td>(w_{\tau_{\text{avg}}}(t_0)) (deg/s)</td>
<td>[0, 0, 0]</td>
<td>(\epsilon_{\text{cm}}) (mg)</td>
<td>0.05</td>
</tr>
<tr>
<td>(T_{\text{error}}(t_0)) (N)</td>
<td>[mg, mg, mg, mg](^4)/4</td>
<td>(N)</td>
<td>20</td>
</tr>
<tr>
<td>(J_R)</td>
<td>diag(0.0007, 0.0007, 0.0012)</td>
<td>(u_{\text{max}}) (mg)</td>
<td>20</td>
</tr>
<tr>
<td>(\omega_{\text{max}}) (rad/s)</td>
<td>1.0</td>
<td>(u_{\min}) (N)</td>
<td>20</td>
</tr>
<tr>
<td>(\epsilon_{\tau})</td>
<td>(1 \times 10^{-2})</td>
<td>(\omega_{\tau})</td>
<td>10</td>
</tr>
<tr>
<td>(\epsilon_{\tau})</td>
<td>(1 \times 10^{-4})</td>
<td>(\omega_{\text{max}}) (deg)</td>
<td>80</td>
</tr>
<tr>
<td>(H_1)</td>
<td>diag([1, 1, 1])</td>
<td>(r_1)</td>
<td>10</td>
</tr>
<tr>
<td>(p_\tau(t_f)) (m)</td>
<td>[4, 4, 2.2](^4)</td>
<td>(T_{\text{max}}) (N)</td>
<td>20</td>
</tr>
<tr>
<td>(v_\tau(t_f)) (m/s)</td>
<td>[0, 0, 0]</td>
<td>(T_{\text{min}}) (N)</td>
<td>5</td>
</tr>
<tr>
<td>(q_{\tau_{\text{avg}}}(t_f))</td>
<td>[0, 0, 0]</td>
<td>(\gamma_{\text{deg}}) (deg)</td>
<td>45</td>
</tr>
<tr>
<td>(w_{\tau}(t_f)) (deg/s)</td>
<td>[0, 0, 0]</td>
<td>(\theta_{\text{max}}) (deg)</td>
<td>80</td>
</tr>
</tbody>
</table>

Firstly, we will present the simulation results of the nominal aerial landing. The parameter settings for this simulation are
shown in Table I. The planned trajectory and MPC tracking results are depicted in Figs. 4 and 5, demonstrating the quadrotor’s ability to land on the AVC with agility and accuracy. For the 3-DoF problem, it efficiently computes the trajectory in a mere 10.02 ms. Furthermore, by implementing the SCP algorithm iteratively, based on the 3-DoF trajectory, it achieves a remarkable total solution time of 184.60 ms after 4 iterations (also compared with [32], which also utilized full dynamics of quadrotors). The average solving time of MPC is 2.14 ms, and the average tracking error (root mean square error, RMSE) is 6.86 cm. The small average error confirms the dynamical feasibility of the trajectory.

![Fig. 4. Planning results for the Gazebo simulation.](image)

![Fig. 5. MPC tracking result in Gazebo.](image)

Additionally, Fig. 6 shows that the planning result satisfies the control constraints. It is worth noting that the rotor thrusts calculated by the MPC during tracking may slightly violate control constraints. This discrepancy between actual control and planned control is necessary to counteract errors caused by model mismatches and disturbances. A similar observation can also be found in [32], which offers valuable insights for trajectory design. While our method allows for precise thrust boundaries, it is still advisable to set a slightly conservative thrust boundary to ensure the quadrotor retains sufficient residual thrust to withstand disturbances or model mismatches.

![Fig. 6. Control profile of the simulation.](image)

![Fig. 7. Planning results for the Gazebo simulation, where the quadrotor is initially below the AVC.](image)

Positioned below the AVC, a direct approach to the AVC may result in a collision. The simulation results presented here demonstrate that our proposed method can still secure the quadrotor’s safe and accurate landing in such a situation. Table II provides the simulation parameters, with the parameters not shown being the same as those in Table I. Figs. 7 and 8 showcase the planned trajectory and MPC tracking results. It takes 11.09 ms to compute the 3-DoF trajectory, and 223.46 ms to compute the 6-DoF trajectory after 5 iterations. It can be observed that the quadrotor first avoids collision and then lands safely on the AVC. The average solving time of MPC is 2.19 ms, and the average tracking RMSE is 3.76 cm.

### B. Real-world Experiments

To further confirm the effectiveness of the proposed method, we conducted real-world experiments on both static and moving AVCs. For this purpose, we adapted a quadrotor as the AVC, while employing a smaller quadrotor to land on the AVC, depicted in Fig. 9. Both quadrotors are equipped with Pixhawk and PX4 firmware, which serve as the flight control
systems. Our computing unit, Intel NUC 12 with Core i5-1250P, is responsible for calculating control commands using NMPC and transmitting them to the Pixhawk via WiFi. The inner-loop attitude controller employs a PID controller with PX4 firmware. To obtain accurate positioning information, we used the VICON motion capture system.

We begin by discussing the experiments conducted on a static AVC. The experimental results for the nominal landing closely align with the simulations, hence these specific results have been excluded from this paper. However, these results can be found in the supplementary video. Similar to the simulation, we also conducted experiments with the quadrotor’s initial position below the AVC to verify the collision avoidance capability of the algorithm. The relevant parameters are listed in Table III. The planned trajectory and corresponding flight trajectory are presented in Figs. 10 and 11, respectively. These results demonstrate the quadrotor’s successful collision avoidance and subsequent accurate and safe landing on the AVC. Notably, the 3-DoF trajectory calculation required only 10.83 ms, while the SCP algorithm achieved the 6-DoF trajectory after five iterations within 253.95 ms. The MPC exhibited an average solving time of 1.92 ms, with an average position RMSE of 12.76 cm.

In experiments involving a moving AVC, the trajectory of the AVC is circular with a maximum speed of 1 m/s. The initial conditions and parameters are shown in Table IV, and the unlisted parameters are the same as those in Table III. It is assumed that the quadrotor knows the AVC’s trajectory, and it cooperatively adjusts its trajectory to land on the moving AVC. This assumption is reasonable in various scenarios, such as the AVC carrying the quadrotor to deliver a package to a specific location, with the quadrotor needing to return to the AVC after the delivery. The planned and flight trajectories are depicted in Figs. 12 and 13, respectively. The quadrotor successfully

### Table III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_x(t_0)$ (m)</td>
<td>$[-0.5, 0, 0.3]^4$</td>
<td>$m$ (kg)</td>
<td>0.661</td>
</tr>
<tr>
<td>$v_x(t_0)$ (m/s)</td>
<td>$[0, 0, 0]^4$</td>
<td>$t_i$ (s)</td>
<td>1.8</td>
</tr>
<tr>
<td>$q_{x,y}(t_0)$</td>
<td>$[1, 0, 0, 0]^4$</td>
<td>$T_m$ (s)</td>
<td>3.0</td>
</tr>
<tr>
<td>$\omega_v(t_0)$ (deg/s)</td>
<td>$[0, 0, 0]^4$</td>
<td>$l_{arm}$ (m)</td>
<td>0.125</td>
</tr>
<tr>
<td>$u_T(t_0)$ (N)</td>
<td>$[0, 0, mg]^4$</td>
<td>$c_T$ (m)</td>
<td>0.016</td>
</tr>
<tr>
<td>$T_{rotor}(t_0)$ (N)</td>
<td>$[mg, mg, mg, mg]^4/4$</td>
<td>$N$</td>
<td>20</td>
</tr>
<tr>
<td>$J_B$</td>
<td>$\text{diag}(2.1, 2.5, 4.1) \times 10^{-8}$</td>
<td>$h_s$ (m)</td>
<td>1</td>
</tr>
<tr>
<td>$\omega_{max}$ (rad/s)</td>
<td>1.0</td>
<td>$u_{max}$ (N)</td>
<td>30</td>
</tr>
<tr>
<td>$\gamma_{tr}$</td>
<td>$1 \times 10^{-2}$</td>
<td>$u_{min}$ (N)</td>
<td>4</td>
</tr>
<tr>
<td>$\epsilon_{vc}$</td>
<td>$1 \times 10^{-4}$</td>
<td>$u_{vc}$</td>
<td>10</td>
</tr>
<tr>
<td>$\omega_{vc}$</td>
<td>$1 \times 10^4$</td>
<td>$I$</td>
<td>10</td>
</tr>
<tr>
<td>$H_k$</td>
<td>$\text{diag}(1, 1, 1)$</td>
<td>$p_1$ (m)</td>
<td>$p_x(t_f)$</td>
</tr>
<tr>
<td>$p_{x,y}(t_f)$</td>
<td>$[0, 0, 1.5]^4$</td>
<td>$T_{max}$ (N)</td>
<td>30</td>
</tr>
<tr>
<td>$v_{x,y}(t_f)$</td>
<td>$[0, 0, 0]^4$</td>
<td>$T_{min}$ (N)</td>
<td>4</td>
</tr>
<tr>
<td>$q_{x,y}(t_f)$</td>
<td>$[1, 0, 0, 0]^4$</td>
<td>$\gamma_c$ (deg)</td>
<td>45</td>
</tr>
<tr>
<td>$\omega_{x,y}(t_f)$ (deg/s)</td>
<td>$[0, 0, 0]^4$</td>
<td>$d_{max}$ (deg)</td>
<td>80</td>
</tr>
</tbody>
</table>

We begin by discussing the experiments conducted on a static AVC. The experimental results for the nominal landing closely align with the simulations, hence these specific results
meets the time-varying landing cone constraints and ultimately lands smoothly and safely on the AVC. For this scenario, the trajectory calculation time for the 3-DoF model is 10.69 ms, while the SCP algorithm requires 230.28 ms for 5 iterations. The average solving time of MPC is 1.03 ms, and the position RMSE is 12.74 cm.

Please note that the trajectory of the 3-DoF system shown in Fig. 12 deviates significantly from the 6-DoF trajectory due to the absence of time-varying cone constraints. The inclusion of time-varying cone constraints ensures a consistent motion pattern with the AVC during the quadrotor’s landing, consequently minimizing the impact of downwash airflow on the AVC caused by the quadrotor. Without these constraints, the downwash airflow acts on the AVC’s edge first, generating considerable torque and disturbance that ultimately leads to experimental failure (see also the supplementary video). It should also be mentioned that the AVC employs NMPC controllers in all experiments. However, a different NMPC controller is utilized when the quadrotor is positioned above the AVC to compensate for the quadrotor’s mass. As a result, our research focuses more on quadrotor landing rather than adaptive control for AVCs. The seamless transition between two NMPCs on an AVC guarantees a smooth landing and flight, thanks to the effectiveness of the proposed method in achieving precise, agile, and safe landings.

The LC-based 3-DoF trajectory can be used as an initialization guess to aid in the convergence of SCP. To demonstrate the significance of this LC initialization, we compare this approach with two alternatives: 1) Zero initialization, where the variables are all set to zero, and 2) Straight-line initialization, which involves linear interpolation based on the initial and final states and was used in Section VII of [34]. These initialization methods are tested on the 4 experiments, and the corresponding results are presented in Table V.

Results in Table V reveal that the LC-based initialization converges in fewer iterations in certain cases, while the straight-line initialization fails to converge in scenarios where the initial position of the quadrotor lies below the AVC. This demonstrates the necessity of LC initialization for SCP convergence. Furthermore, the computational cost of the LC-based 3-DoF trajectory planning is only approximately 10 ms, whereas the SCP iteration takes 40-50 ms per iteration. Considering this, there is no reason to overlook its adoption as an initialization method. Moreover, the proposed 3-DoF trajectory planning method can serve as a standalone planning approach, enabling practitioners to deploy it on low-cost UAVs with limited computational resources, especially in tasks that do not necessitate collision avoidance.

V. CONCLUSION

This article proposes a safe, agile, and accurate trajectory planning algorithm for quadrotor landing on AVCs using a combination of a 3-DoF planning method based on LC theory and an SCP algorithm. The 3-DoF planning method, which can compute the trajectory in approximately 10 ms, incorporates landing cone constraints to ensure the safety of the drone during landing. By solving a single convex optimization problem, a 3-DoF safe landing trajectory for the quadrotor is obtained. The SCP algorithm, which can compute trajectories at a rate of 4-5 Hz for 6-DoF dynamics, iteratively solves convex subproblems considering collision-avoidance constraints to ensure the safety of the entire flight process. Both simulation and experimental results demonstrate the dynamical feasibility of the trajectories obtained by the proposed methods. The nominal NMPC is used for trajectory tracking, resulting in a position error of approximately 10 cm in the experiments, which highlights the effectiveness and
accuracy of the proposed algorithm in real-world scenarios. This article develops a practical trajectory planning approach for quadrotors landing on AVCs. The computational efficiency of the methods allows for real-time trajectory generation, making them suitable for practical applications.
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